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How to represent semantic information?

A growing community interest in parsing (and generation) into
graph-structured semantic representations.

• Semantic Role Labeling

• Semantic Dependency Graphs

• Abstract Meaning Representations

• Elementary Dependency Structures

• Dependency-based Minimal Recursion Semantics

• Universal Conceptual Cognitive Annotation



From Sentences to Propositions

Who did what to whom, when, where and how?

Example
Powell met Zhu Rongji

Powell and Zhu Rongji met

Powell met with Zhu Rongji

Powell and Zhu Rongji had a meeting

meet(Powell, Zhu Rongji)

Example

When Powell met Zhu Rongji on Thursday they discussed the return of

the spy plane.

meet(Powell, Zhu Rongji) discuss(they, return(X, plane))

Example from Martha Palmer’s NAACL tutorial
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Now say graphs

When Powell met Zhu Rongji on Thursday they discussed the return of the spy plane.

Arg0

Arg1

ArgM-TMP

Arg0

Arg1

Arg1

meet(Powell, Zhu Rongji)
time(meet, thursday)

discuss([Powell,Zhu], return)
return(X, plane)

Semantic Role Labeling

In this task, we care about predicates.

But what about other (content) words?
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We need well-defined syntax-semantics
interface

Architecture
Syntactic parsing (CCG derivation) + Lexical interpretation

⇓
Meaning representation

John buys shares

NP

: john’

(S\NP)/NP

: λxλy.buy’(y, x)

NP

: shares’

>
S\NP

: λy.buy’(y, shares’)

<
S

: buy’(john’, shares’)

Reference
Johan Bos, Stephen Clark, Mark Steedman, James Curran and
Julia Hockenmaier. Wide-Coverage Semantic Representations from
a CCG Parser.
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Using a dependency Interpretation

John buys shares

NP

: john

(S\NP1)/NP2

: buy→ NP1 ∧ buy→ NP2

NP

: shares

>
S\NP

: buy→1 NP1 ∧ buy→2 shares

<
S

: buy→1 john ∧ buy→2 shares

Reference
Julia Hockenmaier and Mark Steedman. CCGbank: A Corpus of
CCG Derivations and Dependency Structures Extracted from the
Penn Treebank.
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A more complex example

The company that Mark wants to buy

NP/N N (NP\NP)/(S/NP) NP (S\NP)/(S\NP) (S\NP)/(S\NP) (S\NP)/NP
> >T >B

NP S/(S\NP) (S\NP)/NP
>B

(S\NP)/NP
>B

S/NP
>

NP\NP
<

NP

The company that Mark wants to buy

Arg1 Arg1 Arg1

Arg1

Arg2

Arg2

Arg2Arg2

Arg1
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SRL vs. SDP

SRL

A similar technique is almost impossible to apply to other crops, such as cotton, soybeans and rice

Arg1

Arg2

SDP

A similar technique is almost impossible to apply to other crops, such as cotton, soybeans and rice.

ROOT

BV

arg1 arg1 arg1

arg1

arg2

arg3

arg1

arg2 implicit conj

and c

Partial vs. Full

• SRL only annotates verbal predicates and their nominalization.

• SDP annotates all words.

Compositionality

• SDP, but not SRL, provides compositional semantics.



So far so good, but ...

Now think about paraphrases

(1) a. The school said that their buses seat 40 students each.

b. The school said that their buses accommodate 40 students
each.

their buses seat 40 students each .

poss

top

ARG2

ARG1 ARG1 ARG1

their buses accommodate 40 students each .

poss

top

ARG2

ARG1 ARG1 ARG1

Now think about semantics coming from constructions

(2) a. 芝麻绿豆大的事

b. 不是问题的问题
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Conceptual Graphs

A New Type of Semantic Graph

• The nodes are labeled with concepts

• The edges are labeled with relations

Example

• Elementary Dependency Structures

• Abstract Meaning Representations

Different from semantic dependency graphs

Nodes represent concepts and there need not be an explicit
mapping to surface linguistic forms.



Elementary Dependency Structures

(5) Every linguist has an obsession.

_have_v_1

_linguist_n_1

ARG1

_obsession_n_1

ARG2

_every_q

BV

_a_q

BV

Every linguist has an obsession .

BV

top

ARG2

ARG1 BV

More information
http://moin.delph-in.net/EdsTop

http://moin.delph-in.net/EdsTop


Another example

(6) I saw that Kim didn’t run very quickly

_see_v_1

pron

ARG1

neg

ARG2

pronoun_q

BV

_run_v_1

ARG1

proper_q

named

BVARG1

_very_x_deg

_quick_a_1

ARG1

ARG1
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ARG2
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BV

_run_v_1

ARG1

proper_q

named

BVARG1

_very_x_deg

_quick_a_1

ARG1

ARG1

I saw that Kim did n’t run very quickly

top
ARG2

ARG1 neg

ARG1

ARG1

ARG1



Abstract Meaning Representation

(7) John wants to go

want-01

person

go-01

ARG0

ARG0

ARG1

name

“John”

name

op1

_want_v_1

named

ARG1 _go_v_1

ARG2

proper_q

BVARG1



What does abstract mean?

(8) a. The man described the mission as a disaster.

b. The man’s description of the mission: disaster.

c. As the man described it, the mission was a disaster.

d. The man described the mission as disastrous.

describe-01

man

ARG0

mission

ARG1

disaster

ARG2



AMR vs. EDS

describe-01

man

ARG0

mission

ARG1

disaster

ARG2

The man described the mission as a disaster.

_describe_v_to

_man_n_1

ARG1

_mission_n_1

ARG2

_the_q

BV

_the_q

BV

_as_p

ARG1

_disaster_n_1

ARG2

_a_q

BV



AMR vs. EDS

describe-01

man

ARG0

mission

ARG1

disaster

ARG2

The man’s description of the mission: disaster.

_colon_v_id

_description_n_of

ARG1

_disaster_n_1

ARG2

_the_q

_man_n_1

BV

def_explicit_q

BV

_mission_n_1

ARG1

poss

ARG2ARG1

_the_q

BV

udef_q

BV



AMR vs. EDS

describe-01

man

ARG0

mission

ARG1

disaster

ARG2

As the man described it, the mission was a disaster.

_as_x_subord

_be_v_id

ARG1

_describe_v_to

ARG2

_mission_n_1

ARG1

_disaster_n_1

ARG2

_man_n_1

ARG1

pron

ARG2

_the_q

BV

pronoun_q

BV

_the_q

BV

_a_q

BV



AMR vs. EDS

describe-01

man

ARG0

mission

ARG1

disaster

ARG2

The man described the mission as disastrous.

_describe_v_to

_man_n_1

ARG1

_mission_n_1

ARG2

_the_q

BV

_the_q

BV

comp_equal

_disastrous_a_1

ARG1

ARG1



Compositional vs. noncompositional
semantics

Compositional SDG, EDS

Noncompositional SRL, AMR

Reference
Emily M. Bender, Dan Flickinger, Stephan Oepen and Woodley
Packard. Layers of Interpretation: On Grammar and
Compositionality
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Hyperedge Replacement Grammar

HD-CMP

arg1

arg1

SP-HD

arg1 HD-CMP

N

bvD

arg2

arg1

V

arg1

N

bvD

arg1

arg1 _go_v_1

_boy_n_1

bv_some_q

arg2

arg1

_want_v_1

S

HD-CMP



Synchronous Hyperedge Replacement
Grammar

N(1,2)

bv
D(0,1)

arg1 V(4,5)

arg1

arg2 V(2,3)

_boy_n_1(1,2)

bv_some_q(0,1) arg1 _go_v_1(4,5)

arg1

arg2 _want_v_1(2,3)

SP-HD(0,2)

arg1 V(4,5)

arg1

arg2 V(2,3)

SP-HD(0,2)

arg1

arg1

HD-CMP(2,6)

S↓SB-HD(0,6)

①

②

③④⑤

SP-HD(0,2)

arg1HD↓V(4,6)

arg1

arg2 V(2,3)

SP-HD(0,2)

arg1
HD-CMP(3,6)

arg1

arg2 V(2,3)

S

SB-HD

SP-HD

D

some

N

boys

HD-CMP

V

want

HD-CMP

CM

to

HD

V

V

go

PUNCT

.

0 1 2

3

4 5

①

②

③

④

⑤

¬ ­ ® ¯ °

Shared LHS SP-HD HD↓V HD-CMP HD-CMP S↓SP-HD

RHS (syntax) D + N V + PUNCT CM + HD↓V V + HD-CMP SP-HD + HD-CMP

RHS (semantics)
N bv D V HD↓V HD-CMP arg2 V arg1

HD-CMP

SP-HD
arg1



Neural SHRG-based parsing

Set-up

• English Resource Grammar

• EDS/DMRS graphs

• DeepBank annotations

Good parsing accuracy is achieved

Model EDMP EDMA EDM

EDS
Buys, et al. 2017 88.14 82.20 85.48
ACE (ERG) 91.82 86.92 89.58
Ours (SHRG) 93.15 87.59 90.35

DMRS
Buys, et al. 2017 87.54 80.10 84.16
ACE (ERG) 92.08 86.77 89.64
Ours (SHRG) 93.11 86.01 89.51



Lessons learned

We think

• Explicit syntax-semantic interface is important, and SHRG is a
good choice.

• Grammar formalism:
Generative-enumerative vs. Model-theoretic

What’s more

• From linguistics to computation

• From computation to linguistics
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Lexicalism vs. Constructivism
Lexicon Construction Lexicalized CFG Counterpart Construction Lexicalized

some
_some_q

_some_q
bv

SP-HD→D+N
N bv D N D

want
_want_1

_want_1
arg1 arg2

HD-CMP→V+HD-CMP
HD-CMP arg2 V

HD-CMP
V

go
_go_1

_go_1
arg1

S↓SP-HD→SP-HD+HD-CMP arg1

HD-CMP

SP-HD
arg1

HD-CMP
SP-HD

Empirical evaluation results; I try to not interpretate it too much.
First, parsing accuracy

Grammar EDMP EDMA EDM

Construction 93.48 87.88 90.67
Lexicalized 92.14 81.05 86.63

Is it due to the sparseness?

Grammar 1 2 3 4 5+

Construction 14234 3424 1486 732 418
Lexicalized 11653 5938 2358 396 11
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Bi-directional Grammar

Linguistic performance

• Comprehension

• Production

Many (computational) linguists assume bi-directional (competence)
grammar, which we use for both comprehension and production.

E.g. delphin’s grammar family

Natural Language Processing

• Semantic parsing

• Surface realization



A synchronous grammar is naturally
bi-directional
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SHRG-based surface generation

There is supposed to be some numbers about SHRG-based
graph-to-string mapping, or say generation

Now another story.
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NLG via DAG transduction

• Many formal grammars parallel (string) automata.

• We developed a DAG transducer for surface realization.
• It performs DAG-to-program transformation
• By executing the transformation results, i.e. programs, we can

get surface strings.

Transducer Lemmas Sentences Coverage

I 89.44 74.94 67%
I+E 88.41 74.03 77%
I+E+D 82.04 68.07 100%

DFS-NN 50.45 100%

AMR-NN 33.8 100%
AMR-NRG 25.62 100%

I think now I can say

that using graphs to represent semantics is a promising way to
build deep natural language understanding and generation systems.
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Chinese WordNet (CWN)
Online lexical reference (dictionary)

• Inspired by Princeton WordNet (Miller 1985, Fellbaum 1998).
• Nouns, verbs, adjectives and adverbs grouped into synonym

sets
• Other relations include antonyms, hypernyms, hyponums,

holonyms and meronyms.

sense

key sense key

name The Chinese word

pinyin
romanization system in 
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Chinese WordNet (CWN)

• Little syntactic information

• Sense distinctions very fine-grained

• Definitions often vague
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FrameNet

• Linguistic theory: Frame Semantics (Fillmore, 1968)

• Basic assumption: each word evokes a particular situation
with particular participants.

Frame Arrest

FEs

(Core)
Authorities, Charges, Offense, Suspect

FEs

(Non-Core)
Co-participant, Manner, Means, Place, Purpose, ...

LUs apprehend.v, apprehension.n, arrest.v, bust.v, cop.v, nab.v, ...

Sentences

The police ARRESTED Harry on charges of manslaughter.

They ARRESTED Harry in front of his house.

The police ARRESTED Harry to get him off the street.



Mandarin VerbNet (MV)

• Hierarchical Structure: Archi-frame > (Primary frame) >
Basic frame > (Micro-frame)

• Semantic Classification: Syntactic distinction in
Constructional Patterns

• Annotation: Frame elements (FEs) and Construction markers
(CMs)

Archi Frame COGNITION

Basic Frame Believe

FEs Cognizer, Content, Topic

CMs *Believe+num

Patterns

I Cognizer Believe Content

我们很难相信，几千年的形上哲学只是一场游戏。

I Believe Content

等到父亲渐渐发现大家重视他、关心他，相信他一定会改变

自己的态度

I Cognizer Believe Topic

张振宇是热爱生命的人，他相信的事就表达出来。



Chinese PropBank (CPB)

CPB aims to assign predicate-specific argument labels to the
constituents in the parse trees of Chinese TreeBank (CTB).

frameset 逮捕.f1

Arg0 arrester

Arg1 party arrested
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Cross-Lingual Frame-Sembanking

We propose that to offer an efficient deep semantic presentation,
the construction should be grounded in both the lexical semantics
and syntactic structure — taking advantage of existing linguistic
resources, e.g. FrameNet and CPB.

frameset 逮捕.f1

Arg0 arrester

Arg1 party arrested

Frame Criminal investigation

FEs
(Core)

Authorities, Charges, Offense, Suspect

FEs
(Non-Core)

Co-participant, Manner, Means, Place,
Purpose, ...



Cross-Lingual Frame-Sembanking

警察 想 在新加坡 逮捕 张三
police want in Singapore arrest Zhang, San
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Annotation

Goal

• To provide type-to-type mappings between the lexical units for
each framework.

• 3,570 high frequency framesets in CPB

Procedure

• Linking between predicates in CPB and Frames in FrameNet

• Linking between arguments in CPB and FEs in FrameNet

Problem

• There are over 1,200 frames in FrameNet.

Solution

• High-quality classification can be induced for new languages
by concentrating on translation pairs of source and target
language lemmas which are especially likely to be
frame-preserving (Burchardt et al., 2009).



Preparation - Before Annotation
FrameNet: 200,751 English sentences

Frame: Being in control

Jerusalem remained under their control for 400 years
Side export control regime focused on chemical and biological weapons.
The Genoese took control of the eastern Aegean Islands.
The Phoenicians kept control of the main sea routes.
... ...

⇓ translation & alignment
corresponding Chinese verbs for each LUs

Frame: Being in control

耶鲁撒冷一直处于他们的统统统治治治之下400余年。
侧出口管管管制制制制度侧重于化学和生物武器。
热那亚人接接接管管管东部的爱琴海岛屿。
腓尼基人控控控制制制着主要的海上航线。
... ...

⇓ expansion through Tongyici Cilin
7,996 verbs with totally 901 candidate frames (assigned with higher rank)

Frame: Being in control

统治,管制,接管,控制,统制,主宰,支配,操纵,摆布,控管, ...



Annotation
控制

• ARG0:controller

• ARG1:theme

• ARG2:range

通货膨胀率控制在较低水平

• ARG1:通货膨胀率

• ARG2:在较低的水平

Confidence Frame Rank

5 Limiting 101

0 Being in control 101

0 Control 101

0 Controller object 101

0 Dominate competitor 101

0 Experimentation 101

0 Firefighting 101

0 Abandonment 100

0 Abounding with 100



Mapping Issues: Polysemy

• WSD: Identical lemmas can have multiple framesets and can
be in several FrameNet frames.

• Annotators should hand-correct each frameset with identical
lemma.

frameset sense

取.f1 to take sth.

取.f2 to select sth.

取.f3 to give name

Frame: Name conferral

Frame: Taking

Frame: Choosing



Mapping Issues: Differences in
Lexicalization of Frames

• The meanings of Chinese verbs sometimes cut across the
frame distinctions designed on the basis of English data.

• Some framesets may be linked to multiple frames.

• Users are allowed to assign more than one frames.

• 113 CPB framesets have multi-frames.

学生.01|student.01 教室|classroom"

Arriving

Theme Goal

Departing

Theme Source

“学生 出入 教室”(Students get in or out of classrooms)



Mapping Issues: Missing Frames

Problem

• FrameNet is still under development → does not yet cover all
senses of the framesets we annotate.

• There exists gap between Chinese and English in terms of verb
frames.

Solution (for those 290 framesets)

• Group them into coarse-grained groups

• Construct a proto-frame for each group

• Link them to definitions given by the Contemporary Chinese
Dictionary and list their FEs



Example of a proto-frame

Frame: Be
Definition: 联系两种事物，表明后者说明前者的种类、属性、
情况、值

(Relating two constituents, indicating the latter is the Category,
Attribute, Situation or Value of the former Item)

Item 藏 羚羊 、 野 牦牛 、 野 驴 、 盘羊 都 是 珍稀
动物

Category 藏 羚羊 、 野 牦牛 、 野 驴 、 盘羊 都 是 珍稀 动
物

Attribute 盆地 中 大量 恐龙蛋 化石 的 发现 ， 已 属 世界
罕见

Situation 假如 他 加盟 纽卡斯尔队 ， 也 算是 回 家乡 球队
效力

Value 乡镇 企业 贷款 增幅 为 61.83%



Mapping Issues

Difficult Role Distinctions

• Arguments can be mapped to several FEs (23 cases) →
multiple FEs

frameset 记载.f1

Arg0 agent

Arg1 entity Arg0 records

Arg2 location Arg1 is recorded

Frame Recording

FEs Agent, Entity, Phenomenon, Medium, ...



Mapping Issues

Difficult Role Distinctions

• no appropriate FE is defined (57 cases) → use the argument
definition of CPB to make a complement

frameset 繁荣.f1

Arg0 cause, agent

Arg1 theme

Frame Thriving

FEs (Core) Desirability, Entity

FEs (Non-core) Circumstances, Duration, Frequency, ...



Conclusion and Discussion

1 Graph-Structured Syntacto-Semantic Representations

2 Parsing Models for Grass Representations

3 Generation Models for Grass Representations

4 GraphBanking for Mandarin Chinese
Ontology and Annotation for SemBanking
Cross-Lingual Frame-Sembanking

Parsing and Generation Models for Graph-Structured
Syntacto-Semantic Representations seems to be a fake title; I
didn’t talk too much about computational models.
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